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INTRODUCTION

Whether we are supporting our customers in their desire to provide highly available, always-on solutions or helping partners and prospects determine what the right level of continuity is for their business, Business Continuity and Disaster Recovery (BC/DR) are always top of mind for everyone at ServerCentral.

Our goal in putting this white paper together is twofold. First, we'd like to share what we're seeing in and around BC/DR. Second, and most importantly, we hope to provide you with the elements necessary to build a successful business case for your own BC/DR project.

The key to this process? Recognizing that All Apps Are Not Created Equal.

If you have any questions at all, please do not hesitate to contact us at your convenience. That’s what we are here for. You can reach us via email at sales@servercentral.com or call us at 312.829.1111.
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ABOUT SERVERCENTRAL
ServerCentral provides managed IT infrastructure for leading technology, finance, healthcare, and e-commerce companies around the world. We architect, deploy, manage and scale these mission-critical solutions across our global data center footprint in North America, Europe, and Asia.

WHAT’S BEHIND SERVERCENTRAL
One question we’re often asked at the beginning of BC/DR conversations is, “What’s behind ServerCentral?” This is usually a polite way of asking, “You aren’t putting my servers in closets with store-bought air conditioners blowing on them, are you?”

The answer to this question is, “A lot!” ServerCentral operates out of seven of the most sophisticated data centers on the planet. These data centers are strategically located on top of major peering points for the Internet. This enables us to deliver unparalleled connectivity and minimize application latency for customers.

Most importantly, each of these facilities is designed from the ground up to deliver unparalleled reliability for security, power, cooling, and bandwidth, which protect the infrastructure and applications deployed within.

This is important to note because if the data centers housing your infrastructure and applications aren’t designed to be in continuous operation, it doesn’t matter if your applications are.
THE FACTS

At ServerCentral we talk to customers, partners and prospects everyday about their BC/DR strategies.

We’re also constantly watching what’s happening in the industry relative to BC/DR solutions and the evolving strategies that keep businesses online.

Every once in a while, we come across something that completely grabs our attention. Here’s an example:

57% of small & mid-sized businesses (SMBs) have no recovery plan in place for a network outage, data loss, or other IT disaster.

57% is not good news now matter how you look at it.

After digging in on this research, we realized that maybe this isn’t as much of a surprise as we initially thought. Many SMBs haven’t reached the point where they’re thinking about business continuity. For many SMBs, the strategic objective is often keeping the lights on. SMBs should be thinking about business continuity, but that’s another story.

Seeing this 57% stat for SMBs raised another question. What’s happening in the mid-sized?

Well, what we found is the mid-sized isn’t much better.

47% of mid-sized businesses have no recovery plan in the event of a network outage, data loss or other IT disaster.

This was a much bigger surprise than the SMB stat because it’s not easy to become a mid-sized company. When you’re talking about the mid-sized, you’re talking about hundreds of employees across multiple locations and tens to hundreds of millions of dollars in revenue. These are proven businesses yet slightly under half of them have no recovery plan.

This paints a pretty bleak picture with respect to BC/DR. So, naturally we started researching this issue even more.

The next step in our research revealed perhaps the most sobering statistic of all.

52% of respondents to surveys about BC/DR didn’t think computer systems were critical to business continuity.

Obviously we disagree with this, but it was beginning to paint a clear picture.

Something was wrong. Really wrong. We needed to dig even deeper.

Statistics compiled from the following sources: Business Resumption Planners Association, Forrester Research, Gartner, IDC, Ponemon Institute, Small Business Administration, 451 Research
At this point we began asking far more detailed and difficult questions about BC/DR. We quickly learned that one of the reasons for this statistic is that business decision makers didn’t consistently understand the financial impact of a systems outage. That’s a fair enough point. The revenue lost or put at risk by an application or infrastructure outage might not be easily known or quantified for a business. However, not knowing this answer can have dire consequences. So we did what we always do at ServerCentral, we set out to find this answer for them.

Here’s what we learned:

107 MINUTES

The average downtime for a disaster event is 107 minutes. 107 minutes, on its own, doesn’t sound like too much time. After all, it’s less than two hours. What can happen in two hours?

$7,900

Quite a bit can happen in two hours, actually. The average amount of revenue lost per minute of downtime is $7,900 for mid-sized and SMBs. When you add enterprise-level organizations into the mix, the value balloons to well above $20,000 per minute of downtime. All of a sudden, 107 minutes start to matter.

$845,300

107 minutes at $7,900 per minute means that on average $845,300 is lost per disaster event for mid-sized and SMB organizations. Obviously your mileage may vary based on the size and nature of your organization. However, what’s important to note, is that the risk profile for a seemingly ‘average’ disaster event is far more significant than most organizations recognize. After all, as we learned, 52% of business decision makers don’t think computer systems are critical to business continuity.

Statistics compiled from the following sources: Business Resumption Planners Association, Forrester Research, Gartner, IDC, Ponemon Institute, Small Business Administration, 451 Research
Finally, a bit of icing on The Fact cake.

25% of mid-sized and SMBs never reopen after a disaster.

43% of them never reopen after a catastrophic data loss.

If your organization is lucky enough to survive the first two cuts, the odds are still seriously stacked against you because 75% of SMB and mid-sized organizations who do not have a DR plan are out of business within 3 years of the disaster event.

When you look at all the data, it becomes obvious that understanding BC/DR is critical to an organization’s success.

At this point you’re probably saying...

“I mean, really, how likely is a natural disaster?”

Here’s the kicker. BC/DR isn’t about natural disasters. BC/DR is about business continuity. Here’s why:

60% of all disaster events are caused by human error.

And that’s a conservative estimate. Our research (and that of our partners at Zerto, Veeam, and Unitrends) shows this number is 70% or more.

BC/DR is not an insurance policy. BC/DR is about making sure your organization can maintain operation in the face of the day-to-day events that threaten to bring it down.

Something as seemingly insignificant as a power outage or a delayed system upgrade can have very real consequences. It doesn’t take long—less than two hours—to lose nearly a million dollars.

Statistics compiled from the following sources: Business Resumption Planners Association, Forrester Research, Gartner, IDC, Ponemon Institute, Small Business Administration, 451 Research
ALL APPS ARE NOT CREATED EQUAL

After an organization recognizes the importance of a BC/DR strategy, the next step is to figure out how to put a strategy in place.

The biggest challenge to implementing any strategy is cost. The good news?

**Your BC/DR strategy doesn’t need to be prohibitively expensive.**

It can even be affordable.

One of the biggest obstacles to achieving a cost-effective BC/DR strategy is many organizations do not know which applications are truly critical to their success.

Whenever we ask, “How many critical applications do you have?” we consistently receive the same answer, “All of them.” While “all of them” may be the right answer, a BC/DR strategy for “all of them” may not be necessary, let alone technically or financially feasible.

**What our day-to-day work and research has shown us is that All Apps Are Not Created Equal.** The answer to “How many critical applications do you have?” isn’t really, “All of them.” Rather, the answer is, “We aren’t really sure.”

At ServerCentral we have been diligently studying the answers to these questions in our interactions with our customers, partners and prospects for the past 18 months.

<table>
<thead>
<tr>
<th>Applications/Services</th>
<th>Recovery Point Objective (RPO)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email</td>
<td>&lt;10 minutes</td>
</tr>
<tr>
<td>Phones</td>
<td>&lt;8 hours</td>
</tr>
<tr>
<td>Internet</td>
<td>&lt;1 hour</td>
</tr>
<tr>
<td>File Servers</td>
<td>24+ hours</td>
</tr>
<tr>
<td>CRM</td>
<td>&lt;1 hour</td>
</tr>
<tr>
<td>ERP</td>
<td>&lt;1 hour</td>
</tr>
<tr>
<td>eCommerce</td>
<td>&lt;10 minutes</td>
</tr>
<tr>
<td>Development Stack</td>
<td>8–24 hours</td>
</tr>
<tr>
<td>Security/Compliance</td>
<td>&lt;8 hours</td>
</tr>
</tbody>
</table>

*A Recovery Point Objective (RPO) is the maximum amount of time data might be lost from an application or IT service due to a disaster.

As you can see, there is quite a bit of variance in the importance of these applications and services.

We’re not quite sure why email is more critical than CRM or ERP, other than the emotional impact of not being connected to email, but you get the point. There are wildly varying RPOs on an app by app basis. Obviously, all of these apps are not equally important to the organization’s continued operation and success. Given this fact, why are they continually being addressed as such in BC/DR planning?
This is an easy question to answer. All applications and services are seen as equally important because it’s easy to say, “All of them” vs. looking at each application individually and understanding its importance to the organization.

Let’s dive a bit deeper and see how we can apply this data to developing a comprehensive BC/DR strategy.

As you can see, our research has identified multiple RPO windows that consistently come into play. Are these the only RPO windows? No. Not at all. However, they are a great starting point.

From this starting point, we worked with our managed services team to identify viable options to deliver these RPO windows.

This is how we identified the recommended BC/DR solution for each RPO window.

<table>
<thead>
<tr>
<th>RPO Windows</th>
<th>Proposed Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;10 minutes</td>
<td>DRaaS with Warm Recovery Hardware</td>
</tr>
<tr>
<td>&lt;1 hour</td>
<td>DRaaS with Cold Recovery Hardware Inline</td>
</tr>
<tr>
<td>1–8 hours</td>
<td>Replication with Cold Recovery Hardware Inline</td>
</tr>
<tr>
<td>8–24 hours</td>
<td>Backup with Cold Recovery Hardware Identified</td>
</tr>
<tr>
<td>24+ hours</td>
<td>Backup/Archive Capability</td>
</tr>
</tbody>
</table>

Apps requiring less than 10 minute RPOs, are going to require a DRaaS solution with warm (standby) recovery hardware. This isn’t a 1:1 ratio of recovery hardware. Further research is needed to determine the minimum viable infrastructure to support the app in a disaster event, but the clarity of knowing how to achieve this objective is the point we’re trying to make. This exercise is focused on removing the guesswork and placing the emphasis on execution.

As you can see, the proposed solutions to achieve the target RPO windows cascade all the way down to simple backup and archive solutions when the RPO window is more than 24 hours.

Does this mean there is only one solution for each RPO window? No. It doesn’t. Again, we’re simply trying to bring clarity to the process, remove guesswork, and focus on execution. We want to make BC/DR a reality vs. a project that’s simply too big, too complex, or too costly to tackle.
Let’s go back to our initial table highlighting the RPO requirements we’ve identified in our work.

<table>
<thead>
<tr>
<th>Applications/Services</th>
<th>RPO Windows</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email</td>
<td>&lt;10 minutes</td>
<td>DRaaS with Warm Recovery Hardware</td>
</tr>
<tr>
<td>Phones</td>
<td>1–8 hours</td>
<td>Replication with Cold Recovery Hardware Inline</td>
</tr>
<tr>
<td>Internet</td>
<td>&lt;1 hour</td>
<td>DRaaS with Cold Recovery Hardware Inline</td>
</tr>
<tr>
<td>File Servers</td>
<td>24+ hours</td>
<td>Backup/Archive Capability</td>
</tr>
<tr>
<td>CRM</td>
<td>&lt;1 hour</td>
<td>DRaaS with Cold Recovery Hardware Inline</td>
</tr>
<tr>
<td>ERP</td>
<td>&lt;1 hour</td>
<td>DRaaS with Cold Recovery Hardware Inline</td>
</tr>
<tr>
<td>eCommerce</td>
<td>&lt;10 minutes</td>
<td>DRaaS with Warm Recovery Hardware</td>
</tr>
<tr>
<td>Development Stack</td>
<td>8–24 hours</td>
<td>Backup with Cold Recovery Hardware Identified</td>
</tr>
<tr>
<td>Security/Compliance</td>
<td>1–8 hours</td>
<td>Replication with Cold Recovery Hardware Inline</td>
</tr>
</tbody>
</table>

When you pair these applications and their RPOs with a recommended solution, all the sudden a comprehensive BC/DR strategy doesn’t look that daunting. As you can see, we’re building a fairly complete business case in this process.

One remaining piece to complete your business case is application prioritization. This ranking of each application and service in terms of restore order is called Restore Priority Order. A simple way to think about it is the tiebreaker when there are multiple applications with the same RPO window.
SERVERCENTRAL APPLICATION PRIORITY WORKSHEET

We've built a very simple worksheet to help you bring this all together. You can access this worksheet by visiting us at www.servercentral.com/services/draas.

As you can see, by adding Restore Priority Order to the process you can put together a fairly complete business case—one that can properly assess the risk associated with each application.

At this stage, there are two steps that remain:

1. Verify the disaster event hardware requirements for each application; and
2. Identify the costs for each application's BC/DR infrastructure.

Unfortunately there isn’t really a way to continue this process within a document. We’ve certainly tried, but haven’t yet been successful.

We’ve reached the point where it’s necessary to get to a whiteboard and work through the final details that will define the total costs of your BC/DR plan.

When you and your organization are ready to take this step, please consider ServerCentral. We welcome the opportunity to work with you through this process, regardless of the partner you choose.

Thank you for reading.